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ABSTRACT
Research in the medicinal plants’ recognition field has received great attention due to 
the need of producing a reliable and accurate system that can recognise medicinal plants 
under various imaging conditions. Nevertheless, the standard medicinal plant datasets 
publicly available for research are very limited. This paper proposes a dataset consisting of 
34200 images of twelve different high medicinal value local perennial herbs in Malaysia. 
The images were captured under various imaging conditions, such as different scales, 
illuminations, and angles. It will enable larger interclass and intraclass variability, creating 
abundant opportunities for new findings in leaf classification. The complexity of the 
dataset is investigated through automatic classification using several high-performance 
deep learning algorithms. The experiment results showed that the dataset creates more 
opportunities for advanced classification research due to the complexity of the images. 
The dataset can be accessed through https://www.mylpherbs.com/.
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INTRODUCTION 

Medicinal plants have been widely used as 
an alternative to modern medicine due to 
their lower negative impact on the human 
body and affordable price (Lulekal et al., 
2008). Asia is a region with enormous 
biodiversity of medicinal plants; hence, 
expert knowledge is required for plant 
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identification, which is tedious and time-consuming. Automatic classification is the 
best solution for the problem mentioned above, and it has been researched extensively. 
Nevertheless, to achieve high accuracy, identification systems need to be trained with 
medicinal plant image datasets that reflect real-life scenarios (Sladojevic et al., 2016; 
Singh & Misra, 2017; Wäldchen et al., 2018). Accessibility of the standard medicinal plant 
image datasets is limited despite being researched actively. Most available plant datasets 
consist of images captured under a controlled environment. The datasets that have been 
widely used are Swedish Leaf Dataset, Flavia Dataset, Leafsnap dataset and ICL dataset. 
The examples of studies that used these datasets for automatic identification are Arun et al. 
(2013), Begue et al. (2017), Dahigaonkar and Kalyane (2018), Harsani and Qurania (2016), 
Janani and Gopal (2013), Pornpanomchai et al. (2011), Vijayashree and Gopal (2017), 
Wäldchen and Mäder (2018a). The standard datasets for the studies in the uncontrolled 
environment are very limited, and until now, the only reliable option is the ImageCLEF 
datasets. Although great variations of leaf images are available in ImageCLEF, most of 
the images were captured from wild plant species in Western Europe Flora, and North 
American. The datasets mentioned above are summarised in Table 1.

Table 1 
Summary of publicly available datasets

No Dataset No. of images No. of Plant Species Website
1 Swedish Leaf 

Dataset
1125 15 https://www.cvl.isy.liu.se/en/research/

datasets/swedish-leaf/
2 Flavia Dataset 2621 33 http://flavia.sourceforge.net/
3 Leafsnap dataset 30866 185 http://leafsnap.com/dataset/
4 ImageCLEF 5436 70 https://www.imageclef.org
5 PlantCLEF 2014 60000 500 https://www.imageclef.org/node/179
6 PlantCLEF 2015 113205 1000 https://www.imageclef.org/lifeclef/2015/
7 PlantCLEF 2016 113205 1000 https://www.imageclef.org/node/198
8 PlantCLEF 2017 1100000 10000 https://www.imageclef.org/node/218

METHOD 

Plant Organ Selection 

Multiple plant characteristics can be used for analysis in classification, namely flowers, 
stems, leaves, fruits and even the whole plant. Multiple features can be extracted in each 
characteristic, such as the leaf shape, vein arrangement, texture, colour, and margins from 
leaves. Leaves are often favoured among researchers for plant identification studies as 
they do not undergo major changes throughout the year and exist in abundance for each 
plant (Wäldchen & Mäder, 2018b). Furthermore, there are more than 40 leaf shapes, and 
at least 12 types of leaf margins and nine types of venation patterns that can be extracted 
from leaves (OSU, 2021). Among all the features, leaf shape is the most commonly used 
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as it is considered the most discriminative feature of a plant. Margins are also useful for 
plant identification as multiple details can be extracted from the margins, namely the tooth 
spacing, number of teeth per centimetre and shape of the tooth themselves. The leaf venation 
patterns are useful as the contrast of veins compared to the rest of the leaves makes them 
reliable as a feature to be considered for automated plant classification. Veins are vital for 
the survival of a plant as it is embedded with xylem and phloem cells (Sack & Scoffoni, 
2013). Factors such as environmental conditions, biomechanical support and even leaf 
size affect the vein structure, making vein patterns. Meanwhile, the texture of the leaves 
is the smoothness or roughness on the surface of the leaves and is often analysed in terms 
of group pixels as it must visually interpret the roughness or smoothness of the leaves 
(Wäldchen & Mäder, 2018b). The colours of the leaves are also vital features that can be 
used in plant identification. Different shades of green, edge/margin colours and hues can 
all be utilised to differentiate the plant species.

Asian Local Perennial Herbs 

Asian local perennial herbs grow for more than two years compared to biennial plants and 
annual plants native to the Asian region. These plants mostly require low maintenance, 
which makes them very favou rable. Some of these plants are often used for cooking or 
decorative purposes. The selected herbs for this dataset are Andrographis paniculata 
(Green chiretta), Plectranthus amboinicus (Mexican mint), Plectranthus amboinicus 
’Variegatus’ (Variegated Mexican mint), Persicaria minor (Small water-pepper), Centella 
asiatica (Asiatic pennywort), Gynura pseudochina (Chinese gynura), Gynura procumbens 
(Longevity spinach), Orthosiphon aristatus (Java tea), Hydrocotyle javanica (Java 
pennywort), Ocimum tenuiflorum (Holy basil), Clinacanthus nutans (Snake grass) and 
Ocimum citriodorum (Lemon basil) as shown in Figure 1. These herbs need to be brought 
to the attention of the public for their high medicinal value, which has been described in 
Table 2.

Data Collection

The introduced MYLPHerbs-1 dataset consists of 34200 images under various imaging 
conditions. The images were captured at various distances from the camera, illuminations, 
rotations and scales that reflect real-life scenarios. The acquisition settings for data 
collection are summarised in Table 3. The settings are based on the situations when 
capturing the images in real-life scenarios, in which the complexity of the images includes 
the variation of interclass and intraclass variability that will create more opportunities 
for developing more advanced machine learning classifiers. The interclass variability is 
obtained through various plant species, while the intraclass variability is achieved through 
the various acquisition settings applied to the same plant. Other consideration includes 
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)
Figure 1. Plants used for the proposed dataset (a) Green chiretta (b) Mexican mint (c) Variegated Mexican 
mint (d) Small water-pepper (e) Asiatic pennywort (f) Chinese gynura (g) Longevity spinach (h) Java tea (i) 
Java pennywort (j) Holy basil (k) Snake grass (l) Lemon basil

Table 2 
The medicinal properties of the selected herbs

Plants Species Medicinal Properties References
Andrographis paniculata 
(Green chiretta)

Anti-microbial, anti-inflammatory, 
antioxidant, anti-diabetic and hepato-
renal protective. 

Okhuarobo et al. (2014); Kurzawa 
et al. (2015); Murugan et al. 
(2020).

Plectranthus amboinicus 
(Mexican mint) 

Antimicrobial, anti-inflammatory, 
antitumor, antioxidant and analgesic 
activities. 

Bhatt et al. (2013); Swamy et al. 
(2017); Ashaari et al. (2020)

Plectranthus amboinicus 
’Variegatus’
(Variegated Mexican mint)

Antimicrobial, anti-inflammatory, 
antitumor, antioxidant and analgesic 
activities. 

Bhatt et al. (2013); Swamy et al. 
(2017)

Persicaria minor (Small 
water-pepper)

Antioxidant, antibacterial, anti-
inflammatory, and anticancer. 

Vimala et al. (2012);
Christapher et al. (2015); Lau et al. 
(2020)

Centella asiatica (Asiatic 
pennywort)

Wound healing, effective for leprosy, 
lupus, eczema psoriasis, relieving 
anxiety and improving cognition.

Gohil et al. (2010); Deshpande 
(2017); Giribabu et al. (2020)

Gynura pseudochina 
(Chinese gynura)

Haemostatic, antipyretic, regulate 
menses, to treat breast tumours, 
herpes infections and sore throats.

Siriwatanametanon et al. (2010); 
Siriwatanametanon & Heinrich 
(2011); Proklamasiningsih et al. 
(2020)
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Gynura procumbens 
(Longevity spinach)

Antihypertensive, antihyperglycemic, 
anticancer, antimicrobial, antioxidant, 
and anti-inflammatory activity.

Rahman and Asad (2013); 
Tan et al. (2016); Ashraf et al. 
(2020)

Orthosiphon aristatus (Java 
tea)

Antimicrobial, antioxidant, 
hepatoprotection, cytotoxic, cardioactive, 
antidiabetic and anti-inflammatory 
activities

Abdelwahab et al. (2010); 
Ashraf et al. (2018); Samidurai 
et al. (2020)

Hydrocotyle javanica (Java 
pennywort)

Healing common cold, tonsillitis, 
cephalitis, enteritis, dysentery, zoster, 
eczema, period pain, hepatitis, and 
jaundice.

Mandal et al. (2017); Mandal 
et al. (2016); Karthika (2020).

Ocimum tenuiflorum (Holy 
basil)

Analgesics, inflammation relievers, 
anti-asthmatic, hypoglycemic, 
hepatoprotective, hypotensive and 
hypolipidemic

Yamani et al. (2016); Singh 
and Chaudhuri (2018); Sahu et 
al. (2020)

Clinacanthus nutans (Snake 
grass)

Relieving skin rashes, scorpion and 
insect bites, diabetes mellitus, fever, and 
diuretics

Alam et al. (2016); Khoo et al. 
(2018); Haida et al. (2020).

Ocimum citriodorum 
(Lemon basil)

Antimicrobial, antioxidant, 
hepatoprotection, antigenotoxic, 
antiplasmodial, cytotoxic, cardioactive, 
antidiabetic, anti-inflammatory activities

dos Santos et al. (2016); Majdi 
et al. (2020)

the utilisation of different camera models. The images were captured using three Android 
phones, namely Samsung A7, Samsung J1 and Samsung J5, with a camera resolution of 
24 Megapixels, 9 Megapixels and 5 Megapixels, respectively. The number of images 
captured by the Samsung J1 phone is 10920 images, which is 910 images for each herb. 
Nevertheless, a larger number of images were captured by Samsung J5 and Samsung A7, 
970 images for each herb, thus providing 11640 images for each phone. The difference is 
due to the unavailability of the ISO 800 feature in Samsung J1. 

Thus, the total number of considered features in the data collection are 91 features for 
Samsung J1 and 97 features for Samsung J5 and Samsung A7. Each plant has leaves with 
different details/features that can be learnt. Different species can be differentiated with 
a combination of features, namely shape, vein, colour, margin, and texture. The visual 
characteristics of the leaves are explained in Table 4. The characteristics of the leaves in Table 
4 are just a simple explanation of what human eyes could decipher from several examples 
of each plant. With thousands of examples for each plant, the pre-trained deep learning 
algorithm would gather information from those examples at a high rate with higher sensitivity 
towards the features and learn to identify those plants during the testing phase. The example 
of images in the proposed dataset is illustrated in Figure 2. Figure 3 shows the main page of 
the proposed dataset that can be accessed through https://www.mylpherbs.com/. 

Table 2 (continue)

Plants Species Medicinal Properties References
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Table 3 
Summary of the image acquisition settings and their description

Settings Description

Various distances ranging 
from 5 cm till 30 cm 

The distances of the camera facing the leaf are 5 cm, 10 cm, 15 cm, 20 cm, 
25 cm and 30 cm.

Distance with a 45° angle at 
10 cm, 20 cm and 30 cm 

The camera is tilted at 45° relative to the surface of the leaf, where the 
images were captured at 10 cm, 20 cm and 30 cm, on both rights and left 
of the leaf.   

Optical Zoom: 1×, 
1.5×,2×,2.5×, 3×, 3.5× and 4×

Besides various optical zooms, the distance between the camera and leaf 
is 30 cm. 

White balance parameters: 
Sun, Cloudy, Incandescent 
and Fluorescent: 

The process of removing unrealistic colour cast, thereby improving 
the captured images under a wide range of lighting conditions. Other 
considerations include the camera facing the surface of the leaf at 10 cm, 
20 cm and 30 cm, and the camera tilted at 45° relative to the right-side 
surface of the leaf. 

ISO: 100, 200, 400 and 800 The sensitivity of the camera to light. Other considerations include the 
camera facing the surface of the leaf at 10 cm, 20 cm and 30 cm and tilted 
45° angle relative to the right-side surface of the leaf.

Exposure: -2, -1, 0, +1, +2 The amount of light that reaches the camera sensor. Other considerations 
include the camera facing the surface of the leaf at 10 cm, 20 cm and 30 
cm and tilted at 45° relative to the right-side surface of the leaf.

Table 4
Leaf characteristics of each plant

Plant species Leaf Characteristics

Green chiretta Lanceolate-shaped with arcuate veins

Mexican mint Ovate-shaped and thick with a cross-venulate type of vein and serrated edges.

Variegated Mexican mint Similar to Mexican mint with a white edge and thinner. 

Small water-pepper Linear-lanceolate shape with pinnate venation. 

Asiatic pennywort Can range from orbicular to reniform shape

Chinese gynura The colour is purplish with green veins. Pinnate-shaped veins changes into 
dichotomous shapes as it reaches the edge of the leaf blade.

Longevity spinach Ovate-shaped and has a smooth green surface. The venation of the leaves is 
pinnate-shaped, where the secondary veins are paired in the opposite direction 
extending from the primary midvein. 

Java tea Small and rhomboid-shaped with serrated edges. The veins are pinnate shaped 
and have a smooth surface.

Java pennywort Reniform-shaped with rounded margin. 

Holy basil Ovate-shaped at the base and morphs into a rhomboid shape at its tip. The 
veins are pinnate shaped with serrated edges.

Snake grass Lanceolate-shaped leaf with a smooth margin. Smooth texture with arcuate 
veins.

Lemon basil Smooth and ovate-shaped with pinnate venation.
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Figure 3. Screenshot of the webpage of the proposed dataset

Figure 2. Examples of Mexican mint images that were captured with Samsung A7 at a distance of (a) 5 cm 
(b) 10 cm (c) 20 cm and (d) 30 cm; Examples of Mexican mints that were captured with Samsung A7 at 
10 cm and various exposures namely (e) +1 (f) +2 (g) -1 (h) -2; Examples of Asiatic pennywort captured 
with Samsung J5 at a distance of 20 cm and various white balance namely (i) cloudy (j) fluorescent (k) 
incandescent (l) sun

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)
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Experimental Setup 

In this paper, the MYLPHerbs-1 dataset is evaluated using five pre-trained deep learning 
algorithms, namely VGG16, VGG19, ResNet50, EfficientNet B0 and EfficientNet B7. The 
findings can be used to create the baseline of a more advanced and reliable deep learning 
architecture. VGG16 and VGG19 algorithms were chosen for their good performance when 
classifying leaves or plants (Habiba et al., 2019; Rangarajan & Purushothaman, 2020). The 
VGG algorithms combine convolutional layers, pooling layers between the convolutional 
and fully connected layers (FC). According to Simonyan and Zisserman (2014), the 
algorithms produced more than 90% accuracy when tested with ImageNet with 14 million 
images and more than 1000 classes. ResNet50 also produced an accuracy of more than 90% 
when tested with the ImageNet dataset (He et al., 2015). This algorithm has a combination 
of 50 layers deep of convolutional block and identity block, in which each block has three 
convolutional layers. Meanwhile, EfficientNet utilises Inverted Residual Blocks or MBConv 
Block (Sandler et al., 2018), in which in the algorithm, a single convolutional filter is used 
for each input channel to reduce the number of operations and simultaneously increase the 
efficiency. There are seven versions of EfficientNet, namely EfficientNet B0, EfficientNet 
B1, EfficientNet B2, EfficientNet B3, EfficientNet B4, EfficientNet B5, EfficientNet B6 
and EfficientNet B7. According to (Tan & Le, 2019), EfficientNet B7 outperformed all 
the EfficientNet variants as it produced the highest accuracy, namely 84.3%, compared 
to EfficientNet B0 with only 77.1% accuracy when classifying images from ImageNet. 

The experiments were implemented using Python in a Jupyter notebook environment, 
running on Intel®CoreTM i5-8250U, where the base frequency is 1.60GHz, and the 
maximum frequency is 3.70GHz. Transfer learning has been adopted to run the trials. It 
means that the architecture of the selected deep learning models has similar architecture 
as mentioned in Simonyan and Zisserman (2014), He et al. (2015), and Tan and Le (2019) 
except for the final dense layer where it is changed to 8 for the eight plant species. Adam 
optimiser is an adaptive learning rate technique is utilised to adapt the learning rate for 
each weight of the neural network. This technique can minimise the loss function. Other 
than that, the deep learning models were trained using pre-trained weights. The batch size 
is set to 32, the number of epoch and the steps per epoch are each set to 10. 

Nevertheless, the experiment was conducted on eight plants, namely Green chiretta, 
Mexican mint, Small water-pepper, Asiatic pennywort, Chinese gynura, Longevity spinach, 
Java tea and Java pennywort. The acquisition process for the remaining four plants was still 
ongoing during the experiment. The total number of images for these eight plants is 22800, 
and each plant species has 2850 images. All the input images were resized to 224 × 224 
pixels, and data augmentation was not performed in this experiment. The performance of 
the deep learning algorithms in classifying a different total number of images is investigated 
as well. For this purpose, the images were divided into three image classes, namely, full, 
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half and quarter, in which each class consists of a different number of images, as shown 
in Table 5. The full class means that there are 22800 images from eight plant species, 
where there are 2850 images from each plant. As for the half and quarter classes, the total 
number of images used in the experiment are 1425 images and 713 images, respectively. 
For these two classes, the total number of images from each plant is 11400 images and 5704 
images, respectively. For the purpose of investigating the performance of the deep learning 
algorithms, the images in each class were split into 70% for training and 30% for testing. 

Table 5
Design parameters used in the experiments

Category  Class Number of images for training Number of images for testing
1 Full 15960 6840
2 Half 7976 3424
3 Quarter 4000 1704

RESULTS AND DISCUSSION

The performances of the selected deep learning algorithms were evaluated based on the 
accuracy, sensitivity, specificity, precision, and F1-score, as in Equations 1 to 5. Accuracy 
is defined as the number of correctly identified samples, while sensitivity is the number 
of positive samples that are accurately identified. Specificity is the number of negative 
samples that are correctly identified, and precision is the measurement of accurately 
identified samples among all the correct samples. As for the F1-score, the value represents 
a harmonic mean between sensitivity and precision. 

  (1)

    (2)

  (3)

    (4)

   (5)

where TP, TN, FP and FN are true positive, true negative, false positive and false negative. 
The validation accuracy produced by each algorithm is illustrated in Figure 4. It is shown 
that both VGG16 and VGG19 achieved more than 90% of accuracy when tested on 
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the full, half and quarter datasets sizes. As for ResNet50, B0 and B7, the accuracy was 
consistently low. It shows that the dataset’s images are very challenging to the three deep 
learning classifiers, and the classifiers require more images for better performance. It is 
also shown in He et al. (2016), Simonyan and Zisserman (2014), and Tan and Le (2019), in 
which the authors showed that ResNet50, EfficientNetB0 and EfficientNetB7 outperformed 
VGG16 and VGG19 when classifying images from ImageNet dataset that consists of 1000 
classes with over 14 million images. Najafabadi et al. (2015) also concluded that some 
deep learning algorithms are dependent on a high number of data as they need to extract 
a large number of valuable data points to learn. Their hierarchical architectural nature 
allows for a better representation of data. Thus, the challenge of classifying images from 
the MYLPHerbs-1 dataset creates more opportunities for developing advanced classifiers.

The effect of the number of images on the accuracy is further explained through One 
Way ANOVA Analysis. This test is dependent on the p-value and significance figure. The 
significance figure set for this experiment is 0.01. The impact of dataset size on accuracy 
depends on the acceptance or rejection of the null hypothesis. The null hypothesis states 
that the groups being compared have no significant difference and have the same mean. 
Therefore, the measured p-value must be lower than the significant figure for the null 
hypothesis to be rejected and vice versa. 

Table 6 shows the p-values for each class. Based on the values, it can be confirmed 
that the deep learning algorithm affects accuracy. Different deep learning algorithms affect 
the accuracy differently. As for Table 7, the accuracies achieved by each deep learning 
algorithm for each class were also compared using ANOVA analysis. The p-values show 
that the dataset size does not affect the accuracies of each deep learning algorithm. 

Figure 4. Accuracy performance for different image classes

Accuracy of Different Image Classes

Algorithm

Pe
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Mexican mint
Green chiretta
Small water-pepper
Java tea
Asiatic pennywort
Java pennywort
Chinese gynura
Longevity-spinach
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Table 6
Comparison of the p-value for each image class

p-value for each image class
Full Half Quarter

5.77 × 10–24a 4.77 × 10–18a 7.48 × 10–24a

Note: a denotes values are significantly different

Table 7 
Comparison of the p-value for each deep learning algorithm 

p- value for each deep learning algorithm
VGG16 VGG19 ResNet50 B0 B7

0.62b 0.62b 0.96b 0.17b 0.25b

Note: b denotes values are not significantly different

As for sensitivity, specificity, precision and F1-score, the results are shown in Figures 
5 to 8. Figures 5 to 8 show that both VGG16 and VGG19 can classify the images quite 
accurately. The graphs also show that for VGG16 and VGG19, the different total number 
of images does not affect the ability of the deep learning algorithms to classify the images 
in the dataset. It shows that both algorithms could classify a small number of images. 
Nevertheless, a different trend is observed for ResNet50, B0 and B7, in which these 
algorithms are extremely unstable and have poor classification capabilities for this particular 
dataset. In Figure 5, it can be seen that ResNet50, B0 and B7 have low sensitivity, and this 
shows that these three algorithms are unable to correctly identify positive images, in which a 
low percentage of TP and there is also a possibility of a high percentage of FN. Nevertheless, 

Figure 5. Sensitivity performance for different image classes
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Figure 6. Specificity performance for different image classes

Specificity for Different Image Classes

Algorithm
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Small water-pepper

Java tea

Asiatic pennywort

Java pennywort

Chinese gynura

Longevity-spinach

both VGG16 and VGG19 have high accuracy, indicating that these algorithms have high 
true positives and true negatives. On the other hand, ResNet50, B0 and B7 show a high 
specificity rate in Figure 6. The specificity rate depends on the value of the true negative.  

In Figure 6, it is shown that for most of the herbs, the percentage of specificity produced 
by all algorithms is much better than the sensitivity rate. It shows that all the algorithms have 
better performance in identifying negative images. However, for ResNet50, EfficientNet B0 
and EfficientNet B7 algorithms, there is a possibility of a high false-positive percentage, 
especially for Chinese gynura and Asiatic pennywort since the percentage of sensitivity 
when classifying using ResNet50, EfficientNet B0 and EfficientNet B7 is low. It is also 
illustrated in Figures 7 and 8, in which the ResNet50, EfficientNet B0 and EfficientNet 
B7 algorithms produced a low percentage of precision and F1-score. By comparing 
specificity and precision, it can be seen that the low precision value obtained by ResNet50, 
EfficientNet B0 and EfficientNet B7 proves that these three algorithms have low true 
positive and false-positive samples. It shows that the performance of the deep learning 
models is greatly influenced by the dataset used in the experiment. It must be noted that 
the challenge faced in this dataset is different from other datasets. Based on the existing 
works, ResNet50, EfficientNet B0 and EfficientNet B7 models were shown to produce good 
results using the ImageNet dataset. Hence, the results obtained in this experiment cannot 
directly reflect the results obtained through the ImageNet challenge as the images used in 
this dataset are completely different from the images in the ImageNet dataset. Furthermore, 
the performance of VGG16 and VGG19 models are better than ResNet50, EfficientNet B0 
and EfficientNet B7 within the designed parameters in this experiment, where ResNet50 
and EfficientNet B0 and B7 may achieve better results if these deep learning models were 
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fine-tuned accordingly. In terms of the architecture of the model, VGG16 and VGG19 
models have many weight layers, which could have also contributed to good performance 
when classifying the images from the proposed dataset.  

From the results, it can be concluded that the proposed dataset is challenging. It is 
due to the complexity of the dataset where some of the plants have approximately similar 
morphological features, as shown in Figure 9. All four plants have different green tones 
but have somewhat similar pinnate shapes. The differences among these four plants are 
the structure of the vein and also the texture. As for Mexican mint, Asiatic pennywort and 

Figure 7. Precision performance for different image classes

Figure 8. F1-score for different image classes
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Chinese gynura, these three plants have distinctive features, as shown in Figure 10, allowing 
for deep learning algorithms to learn quickly. Mexican mint is thick and ovate shaped with 
serrated edges. It also has a deep cross venulate type of vein. As for Asiatic pennywort, it 
has a very distinctive orbicular shape. Chinese gynura has a purplish shade with light green 
veins. The vein starting from the midrib are pinnate shaped and subsequently changes to 
a dichotomous shape as the veins reach the edge of the leaf. 

Figure 10. (a) Mexican mint (b) Asiatic pennywort (c) Chinese gynura 

Figure 9. (a) Green chiretta (b) Small water-pepper (c) Longevity spinach (d) Java tea
(a) (b) (c) (d)

(a) (b) (c)

CONCLUSIONS

In conclusion, the experiment showed that some of the images in the proposed dataset 
are very challenging for classification. It is demonstrated by the selected different deep 
learning algorithms, namely VGG16, VGG19, ResNet50, EfficientNet B0 and EfficientNet 
B7, where only the VGG16 and VGG19 algorithms can show high performance when 
classifying a different number of images from eight plant species in the dataset. Overall, 
the proposed dataset that consists of 34200 images of twelve different Asian local perennial 
herbs that were captured in an uncontrolled environment under various imaging conditions, 
such as various distances from the camera, ambient illuminations and poses, may create 
abundant opportunities for researchers to study further the classifiers that best suited for 
automatic identification or recognition of medicinal plants in real-time. The contribution 
to knowledge is not limited to the research community but also the public recognising the 
Asian local perennial herbs with high medicinal value. 
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